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Chapter 3: The Extent of Datacrime: Definitions of Computer Crime

The earliest reports of computer crime can be traced back to the end of the 1950s.  The veteran computer security expert Dr Ken Wong describes a 1959 case involving a large catering chain. Although the crime took place on a computer that must today be regarded as antique, there's nothing obsolete about the details and methods.  In many ways it's as typical a computer-aided embezzlement as you will find. The company had a series of standing orders, maintained on computer, with a large number of suppliers. From time to time some suppliers would lose their contracts.  An applications programmer employed by the company replaced these suppliers' names with fictitious ones. He amended the program so that only the invoicing file with the fictitious suppliers was updated, without any corresponding check on the inventory file. The "new" suppliers' revenue ended up in his pocket, via a series of specially set-up bank accounts. The crime was uncovered when management became suspicious of the programmer's extravagant life-style.

By the first half of the 1960s, a small but significant casebook of incidents was being built up. One of the most reported of these early cases, and one which is still frequently cited,  involved the use of bank deposit slips.  Customers usually deposited money with slips from a ready-made book which contained details of the customer's name and account number printed in a machine-readable code called MICR.  However, for the convenience of those who wished to deposit money when they didn't have the right documentation with them, the bank provided blanks which were left out on desks in the public area. The fraudster replaced the blank forms with deposit slips bearing his own account MICR code. Subsequent customers used these forms as though they were regular blanks. In reconciling the day's transactions, the bank's computer checked the MICR code and sent the funds into the fraudster's account. Donn Parker of SRI, who is generally regarded as having the world's most extensive collection of computer crime cases, dates this event to Boston in 1964 but similar accounts appear from other cities.

Initially, these and other cases throughout the 1960s merely formed anecdotal evidence of the inherent unreliability of computers as clerical aids and sat easily with "computer horror" stories of small households receiving demands for payment of electricity bills sufficient to light and heat a medium-sized town or individuals being relentlessly pursued by word-processed threats over non-payment of infinitesimally small sums.   It was not until 1973 and the Equity Funding case that the public imagination was properly caught.

The case has been written up many times and was indeed made into a tv film called The Billion Dollar Bubble. It often forms a "set piece" in books on computer security and so won't be repeated in detail here; the reader is referred to The Impossible Dream by Robert Soble and Robert Dallas, the official bankruptcy report by Robert M Loeffler and chapter 13 of Donn Parker's Crime by Computer. In brief, the Equity Funding Corporation of America (EFCA) was an American attempt at using a device originated in the United Kingdom, linking the sale of mutual funds (unit trusts) with life insurance. The client bought mutual fund shares and then used them as collateral to borrow money with which to purchase life assurance. The idea required the belief that the projected growth in the value of the mutual funds would be more than sufficient to pay the entire costs of the life assurance policy, including the fees and interest payments of the borrowing with which it was financed.  There was nothing particularly wrong with the underlying concept, provided you believed both in the relentless growth of the equity market and in the capabilities of the fund's managers. As in the other great mutual funds scandal of the period, Bernie Cornfeld's Investors Overseas Services, problems started when the underlying shares comprising the assets of the mutual fund failed to perform to the expected - and very exaggerated - levels.  EFCA had to pay out dividends and life insurance claims to early purchasers without having the real income with which to do so. The fund's managers had to resort to a whole range of operations in order to maintain the facade of success.

A number of these moves had nothing to do with computers; in the early stages of its decline, inter-company deals were used to provide "evidence" of the value of the fund and thus create bogus earnings. This helped maintain the share price of EFCA itself. As real cash became short, EFCA made its life assurance subsidiary sell some of the future income due on the life policies to reinsurance companies who supplied cash immediately against income in the future. After a while, EFCA's life assurance subsidiary no longer had any more real "lives" to sell and so started to invent them. It was at this point that the computer - an IBM 360 series mainframe - came in. EFCA used the computer in two main ways. First, the computer was made to create data, usually by taking a file of the details of real people and then massaging them so that it created a new illegitimate file of non-existent policy holders whose lives could be sold the reinsurers. In the final count, 64,000 fake lives were created by these means: at the height of the fraud, more than 65 per cent of all EFCA's policies were on "invented souls". Secondly, the computer was used to create misleading output; almost the entire records of EFCA were available solely from the computer and there was precious little in the way of audit trailing that an investigator could examine. The computer was able to provide the appearance of a healthy company.

At the time, Equity Funding was the biggest known corporate fraud at $1,000,000,000 but there had been a number of significant computer-related crimes well before that. $1,000,000 had been lifted in 1972 by Jerry Neil Schneider, a 19-year-old Los Angeles businessman who had acquired knowledge of Pacific Telephone and Telegraph's on-line ordering system - using two classic methods out of the industrial spy's technique manual - scavenging around in garbage cans for discarded internal manuals and instruction sheets and posing as a journalist. He would place orders for supplies and equipment to be delivered early in the morning at various PT&T depots. Schneider would then show up to sign for delivery of the goods which he then proceeded to load into his own vehicle, which conveniently bore the PT&T insignia, having previously belonged to them and subsequently acquired at auction. The year before that $6,000,000 had been at risk in a US domestic bank fraud and $100,000,000 in a computer-aided theft of goods and supplies from the US Army in Korea. In 1970 four student activists at the University of Wisconsin bombed a computer centre. A researcher was killed, physical damage of $2.4m was caused and data representing over 1.3m hours of staff effort destroyed. Another datacrime in the same year involved tapes containing 2 million names and addresses owned by Encyclopaedia Brittanica. As far back as 1964, a man called Robert F Hancock offered what was described as $5m worth of software to the oil company Texaco and in 1968, analysts working for BOAC, the airline that later became the overseas part of British Airways, offered for sale details of IBM's PARS and the Boadicea seat reservation software package upon which they were working;  contemporary valuations of the package were in the L=2,250,000 range.

In fact, already by the very early 1970s, many of the classic computer crime types - we will be examining them in more detail in subsequent chapters - had already been invented. The first salami (or "round down") cases date from the late 1960s, a French incident from 1970 centred around a logic bomb and in the same year is a case in Cincinnati involving theft of computer time and resources from a time-share bureau. The perpetrator had impersonated legitimate customers by using their passwords and, when caught, was apparently in the process of writing a security by-pass program.

However, Equity Funding was the turning point: it was the combination of the enormity of that particular fraud and the accumulated previous cases of computer-aided crime that persuaded journalists and researchers that here was a new important subject all of its own.  First off the mark appears to have been a British crime journalist called Gerald McKnight in 1973 with Computer Crime but in the same year was an important high-priced academic work by the computer-guru James Martin, Security, Accuracy, and Privacy in Computer Systems. Another book for a popular readership was Robert Farr's 1975 The Electronic Criminals. In 1976, Donn Parker, who had provided case material for some of the earlier journalistic efforts from his archive built up at the Stanford Research Institute, published the book which for a long time was regarded as the "standard work" - Crime by Computer.

Definitions of Computer Crime
The trouble was, the more books and articles that were written, the less precise the subject-area became.  Soon, on the basis of various surveys, statistics purporting to show the extent of computer crimes began to appear. One of the most frequently quoted figures of the early 1980s is attributed to the FBI: that only one in 22,000 computer criminals goes to prison. In a March 1986 official guide produced for use within US Federal Agencies, Computers: Crimes, Clues and Controls, the authors were happy to include the following: "Computer crime is a growth industry... Some estimates peg the increase of computer crime at 35 per cent annually and the cost at $3.5 billion... The computer criminal is less likely to get caught than the bank robber - and less likely to get convicted, if caught. Estimates of detected computer crimes are as low as 1 per cent. And the likelihood of a criminal conviction for computer fraud is less than 1 in 10."  Outside the area of official statistics,  there has been, and still is, a rather unhealthy competition involving organisations and consultants of various kinds to provide the most headline-grabbing estimates. An American Bar Association survey in 1984 reported that 25 per cent of its respondents had suffered "known and verifiable losses due to computer crime during the last twelve months". However, in the same year, the American Institute of Certified Public Accountants conducted a survey of banks and insurance companies and reported that only 2 per cent of the banks and 3 per cent of the insurance companies had found instances of computer fraud. Computer security consultant Robert Courtney Jnr told the US Congress Office of Technology Assessment in 1985 that, based on 1,406 cases known to him, the average loss was $500,000; that 89 per cent of cases are never taken to judicial process; that of the remainder that are, convictions are obtained in only 18 per cent. Other people have suggested that the whole matter has been ridiculously over-blown. 

An examination both of the well-known archives of case material and of surveys published over the last few years shows how little one can rely on any of the figures. Since there appears to be an enormous thirst for statistics it is worth spending time on showing their comparative worthlessness and to ask: how do you propose to use the statistics once you have them?

The first problem is to define what you mean by computer crime. Depending on whom you speak to, the definition can encompass anything from those activities which would require a system programmer's skills to perpetrate right through to any activity in which a computer is somehow involved. The narrow definition includes logic bombs, trapdoors, salamis, trojans, network viruses, compromised access methods and the use of zap utilities, but very little more. Bob Courtney, the IBM security specialist mentioned earlier, uses this sort of definition to say that the Equity Funding case, where the computer was used to generate fake data and misleading output, was not "really" a computer crime at all. The widest definition could include having one's pocket picked while outside a store selling computers. Almost every variant between these two extremes has featured at one time or another in a book, article or survey. Some analysts have tried to draw distinctions between computer crime and computer-related crime, but here again each writer seems to operate their own definitions.

The table gives some idea of the range of possibilities:

 1.0  Crimes not possible outside a computer context

       1.1  computer manipulation

           1.1.1  datafiles

           1.1.2  applications programs

           1.1.3  systems programs

       1.2  attack on hardware

           1.2.1  compromised hardware

           1.2.2  compromised measuring devices

           1.2.3  vandalism/sabotage

       1.3  theft of software

       1.4  theft of hardware & peripherals

       1.5  theft of computer resources

       1.6  hacking

           1.6.1  by employees

           1.6.2  by outsiders

 2.0  Crimes which include specific references to computers

 3.0  Crimes which computers make easier

       3.1  fraud

           3.1.1  false inputting

           3.1.2  "dead souls"

           3.1.3  fake inventorising

           3.1.4  fake output

       3.2  forgery

       3.3  impersonation

       3.4  theft of information

       3.5  eavesdropping

 4.0  Crimes in which a computer is a bystander

 5.0  Crimes committed by computer-using criminals

Which definition you accept tends to depend on who you are and your reason for collecting data. The police and courts have a not unreasonable bias towards activities for which there are penalties in the criminal law. Where, for example, the crime is computer-aided embezzlement, there may be no reason to record the conviction specifically as a "computer crime" but as a form of theft - even "fraud" is not a precise crime.  Some, but not all, collectors of data include theft of computer hardware and software piracy, although most people would agree that misuse of a computer's resources for private purposes is properly a "computer crime." Again, the insurance industry is concerned with claims on policies. As we will see much later on, most computer insurance is simply an extension of existing forms of cover - protection of hardware against fire, flood and theft, and employee fidelity, for example. Computer consultants, not unnaturally, tend to prefer wider definitions, but then they have less hard-and-fast raw material upon which to rely. 

There are also biases imposed by the nature of the agency collecting the data and the methods they use for accepting material. In the United Kingdom, the survey currently regarded as the most "official" was compiled by the Audit Commission and published by Her Majesty's Stationery Office. Participants, the report says, were invited "across a wide spectrum of public and private sector users." A 55 per cent response rate - 943 replies - was obtained. So far so good. But the full name of the body is The Audit Commission for Local Authorities in England and Wales and one of its main functions is to oversee the way in which local authorities handle expenditure on education, housing, welfare and other services. Almost a third of all the responses they received were from local government. A further 17 per cent came from "Central Government/Health" ( mostly regional offices of the Department of Health and Social Security, as far as one can make out). Less than 13 per cent came from manufacturing, 3 per cent from distribution, and 2 per cent from retail. Although the survey is the best the UK has, no one can really accept that these responses accurately reflect Britain's range of commercial activity or locations of computers.

A form of survey often produced comes from management consultants and security specialists. Here, you will usually find that the respondents are drawn either from the consultant's existing clientele - or from those whom he would like to attract as clients. Not all such surveys are blatant forms of self-publicity, but at the very least the sample has another sort of bias built in: usually only the larger companies can afford to contemplate the services of such people. The surveys will nearly always exclude the small business.

Even where compilers of reports have stated explicitly the range of activities they propose to include, an examination of the actual cases described shows that they do not always stick to their announced charter; some of the incidents covered in the UK Audit Commission report are so scant in detail it is impossible to judge what role, if any, a computer played.

It's also possible to build up statistics utilising published accounts of cases. This is the approach used by Donn Parker's well established computer crime project at the Stanford Research Institute. Parker himself has grown increasingly sceptical about the value of statistical conclusions based on his raw material. In the UK, Dr Ken Wong's casebooks published by BIS Applied Systems and based partly on work commenced by him at the National Computing Centre in Manchester, have similarly been used as the basis of statistical work, sometimes by Wong himself. The twin problems are: to be satisfied that the researcher's scouring of newspapers, magazines and journals is truly comprehensive and exhaustive; and which press accounts to accept and which to reject. The computer press in both the USA and UK no longer routinely cover all "computer crimes", but concentrate on those with some news value - which results in a not unnatural leaning in favour of the exotic. Relying on national and local newspapers has particular hazards: the general news reporter and the local sub-editors' desks are simply not equipped to report accurately what has happened, even if they have been sitting in court. During 1985 and 1986, many articles on computer security published in the UK reported that "one of the big four clearing banks" had suffered an enormous loss - estimates varied between L=1m and L=9m - and that it had been stopped and covered up by the expedient of getting the perpetrator, a systems programmer, to close up the loophole he had discovered in return for a promise of non-prosecution and a fee of one-half of the money he had extracted. There are good grounds for believing that this incident never occurred and that the whole idea started out as a theoretical suggestion. In the course of writing this book I had cause to talk to nearly all of the well-known London-based computer fraud investigators, the principal broker in the relevant insurance area (bankers' blanket bond) and to the leading Lloyds underwriter. The way in which the story was poo-pooed (when others were not) and the number of times when I was asked if I had had any confirmation lead me to suppose that this story should join those other modern myths which never have direct witnesses but always turn out to have happened to a friend. 1
----------------------------------------------------------

fn 1 See also p >>

------------------------------------------------------------

In another famous instance,  in mid-1985 newspapers and tv stations around the world reported that hackers in New Jersey had caused satellites to be moved in their orbits around the globe. Nothing of the sort had gone on. An eager policeman had misunderstood something he had read on a hobbyist's bulletin board (electronic message centre), had passed on his conclusions to a local prosecutor, whose opening remarks in a trial were amplified and distorted as they were transmitted and interpreted through various news agencies. Eventually the "hackers" agreed asked to plead guilty to minimal technical offences and the substantive charges were thrown out; only the very local press reported the fact. Even the very reliable Donn Parker's material occasionally gives rise to anxiety: in his 1983 book, Fighting Computer Crime, he provides a graphic description of the climax of one London-based case as taking place "on the curb of busy Oxford Street on Piccadilly Circus at rush hour", a circumstance as feasible "as the sidewalk of Park Avenue at Times Square". The incident - which involved motor cycle riders in the attempted exchange of stolen computer tapes for cash - actually took place outside Selfridge's department store. If the researchers can't verify the geography why should one believe the technical account of computing processes?   This is the material some statisticians rely on.

An alternative approach is to exclude all case material for which proper transcripts are not available for analysis. The US National Center for Computer Crime Data, based in Los Angeles, aspires to this aim. However, the ease with which such transcripts are obtainable, particularly for cases tried in lower courts, varies from jurisdiction to jurisdiction. As a result, the raw data tends to be both unrepresentative and thin.

There's another sort of statistical analysis: where companies are asked to report their experiences (eg "Have you suffered a fraud in the recent past?") but without asking for specifics. Surveys of this kind concentrate on attitudes towards fraud, or whatever and ask the respondents how widespread they think the "problem" is in other companies, whether the authorities are doing sufficient, and so on. The raw data from such surveys - Ernst & Whinney produced one in 1985 in the UK and a US-based one in 1987 - is often useful in helping both individual companies and the authorities determine appropriate policies. It is interesting to know, for example, from the 1985 Ernst & Whinney UK study, that only 10 per cent of small firms (turnover under L=5m) thought their computer systems vulnerable to fraud whereas almost 50 per cent of large companies (turnover in excess of L=35m) thought that their computers lacked adequate safeguards - small computers are usually less easy to protect, in fact and small companies find it more difficult to utilise the "separation of duties" technique which is one of the most important defences against internal fraud. The trouble is that these studies are too often used as the basis of unsubstantiated conclusions. 

Beyond the problem of definition there are others. First you must take into account the difficulties relating to crime statistics in general: different collectors of such data assemble material on different bases. Are you viewing actual convictions; offences "taken into account";  cases brought before the courts; cases reported to the authorities; cases that are unreported but, for one reason or another thought to have occurred; or reports of behaviour which is anti-social but not necessarily against the law?  The further the compiler moves from basing his conclusions purely from convictions, the more he is relying on subjective or conjectural judgements. 

This is particularly true of extrapolations based on what is thought to be unreported. As far as street crime (offences against the person or property) is concerned, some estimates of the extent of unreported crime can be calculated from publications like the British Crime Survey which regularly interviews statistical samples based on British households and enquires whether they have suffered from any crime which has not been reported. For example, according to the 1984 survey, only 8  per cent of incidents involving vandalism were recorded, 38 per cent of thefts in a dwelling, 50 per cent of bicycle thefts, 8 per cent of thefts from the person (ie robbery and mugging) and 11 per cent of sexual offences. The best-reported crime was theft of a motor vehicle at 98 per cent. One of the prime reasons for reporting a crime to the police was that it was a condition of making an insurance claim. The most-given reason for non-reporting, at 55 per cent, was that the damage involved was either non-existent or trivial; 16 per cent said that the police would have been unable to do anything about the incident and 10 per cent said that the matter was not one for the police and would be dealt with privately. Intuitively one suspects that this last figure would be much greater if similar work had been carried out in the business world. However,  no such comparable research has been done recently in the business community, either by Government bodies or academic researchers. One apparently must go back to a 1962 British study by J P Martin which found that in cases of employee theft, only 41 per cent were reported where the victim was a large firm, and a mere 24 per cent where the victim was a small company. A 1965 US study came to similar conclusions but also found considerable variations in employer policy: one company prosecuted only 2 per cent of apprehended employees whilst another prosecuted 34 per cent. 

Other academic work has sought to identify how much employee crime is undiscovered, typically where retail outlets and warehouses have been unable to distinguish between wastage or spoilage of the product, employee pilfering and customer shop-lifting. The 1962 English study referred to above found that 82 per cent of large firms and 56 per cent of small firms admitted to thefts from employees, whilst the apprehension rate was 0.4 per cent of the workforce in large firms and 1.4 per cent in smaller firms. A 1971 study suggested that 75 per cent of retail employees stole and a 1970 investigation found that 91 per cent of the sample of industrial workers stole. 

The amount of unreported information crime - let alone computer-related crime - is really quite unknown.

In cases of fraud and industrial espionage, attempts are frequently made to produce estimates of annual losses. In a straightforward theft of, say, jewellery, appraisals are relatively easy to make - you add up the items for which conviction has been secured, plus anything else that the convicts have admitted to. Your only technical problem is to decide whether to base your valuation on retail or resale prices. In fraud trials, where there is a requirement to avoid unnecessary complexity, "specimen" charges are quite frequent, the official statistics, where they are properly collected, refer to "sums at risk." Unfortunately, there are grounds for supposing that different police forces have different ways of determining what "at risk" means. 

There's a further particular problem in estimates of computer crime: suppose someone destroys or corrupts some computer data representing an invoice for, say $1m. The false data is spotted before the invoice is paid, but some damage has occurred which has to be rectified at a cost of, say $2000 in consultants' fees and there has been some damage to the victim's reputation as a reliable business, but that is almost impossible to quantify.  Which figures do the statisticians take in building up their picture of the totality of damage occasioned by computer crime? And how does the reader of those statistics know which judgements the statistician has made? 

The largest estimates for computer crime include the consequences of industrial espionage. How on earth can anyone measure these losses? The main area of penalty for victims is in lost business opportunities - the new product that will now have an unsuccessful launch, the proprietary process that will now be cheaply copied, the exclusive mailing list now in the hands of a competitor - how do you put a realistic figure on any of these?

Why do you want the statistics anyway?
The debate on definitions and statistics becomes significant if decisions involving public policy are to be made. There are in fact two things one can reasonably hope for from statistics: figures for the total numbers of incidents of a particular crime and proportions showing methods, perpetrators, and victims.  If major political decisions are to be made, it is clearly important that like is compared with like and that problems can be properly sized so that a view can be formed of the resources required to tackle the problems identified. For politicians and public servants, the findings of statistics can be used for a variety of public issues: how far are the existing laws and regulations adequate?  how effective are the police and other investigatory bodies?  how well do prosecutors, judges, juries, cope with cases set before them?  how does one sort of crime compare in this respect with the generality of criminal activity, or other specific related crimes?  Should the government introduce new substantive legislation or more powers and resources for investigation?

For the individual businessman, however, the only real use of statistics must be in determining the extent of personal risk exposure and the degree to which precautionary measures - including insurance - should be adopted. 1 As we will see later, there are formal methodologies in risk assessment and risk management which depend on the existence of statistical data, but it is questionable whether any of them are needed in order to derive a proper security program. It should be enough that case material provides evidence of crimes or losses occurring in particular sets of circumstances which could easily be replicated within the manager's own organisation. If the primary threat in fraud is from employees inputting unchecked false data into a computer system and likewise if the main peril in industrial espionage is from employees supplying material to business rivals in return for offers of future work, then what the manager must be concerned with is the extent to which the organisation's computers lack adequate input verification and audit trailing and the physical security of disc and print media. The non-availability of reliable statistics should not be an excuse for inaction.

-------------------------------------------------------------

fn 1 See Chapter 11
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What the surveys say
Although I am refusing to put any total figures on the extent of information crimes, I think it is worth reporting the extent to which the more reliable published surveys agree on the most frequent types of crime, and classes of perpetrator. Each of these surveys operates on its own set of definitions about "computer fraud" in general as well as specific sub-sets which are often not explicitly stated; one survey's definition of "clerk" may be different from another's;  however some general trends can be seen:

First, as to perpetrators:

UK Audit Commission Survey of 1985 was based on 77 identified cases from 943 replies: 

     Clerk                                   29.4 per cent

     Supervisor, Manager etc                 37.7 per cent

     Programmer                              10.3 per cent

     Customer                                 3.8 per cent

     Other                                    3.8 per cent

     Not known                                9.1 per cent

The American Bar Association Report on Computer Crime, 1984, was based on 283 responses to a questionnaire sent out to 1000 private organisations and public agencies. 160 replies stated that they had suffered some form of computer crime:

     Perpetrators not identified            39 per cent

     Individuals within the organisation

        Executives not directly involved 

         with computers                      13 per cent

        Computer ops, supervisors            14 per cent

        Programmers, etc                     41 per cent

        Non-supervisory computer ops         26 per cent

        Non-supervisory staff, not 

         directly involved with 

         computers                           25 per cent

        Others                               11 per cent

      Individuals outside the organisation

        Competitors                          10 per cent

        Customers/clients                     7 per cent

        Outside consultants                  14 per cent

        Individuals with no prior 

         relationship to org.                23 per cent

        Others                               10 per cent

(nb in this survey, multiple responses were permitted, so the percentages are of those confirming that they had suffered one or more crimes).

A 1984 Australian report by Chishom Institute of Technology-CARB based on 123 cases: 

     EDP Employee             39.8 per cent

     User Employee            29.2 per cent

     Outsiders                14.6 per cent

     Unidentified             16.2 per cent

A 1985 survey by the US CPA's EDP Fraud Review Task Force collected from 5,127 banks and 854 insurance companies:

     Clerical                 49.5 per cent

     Managers, Supervisors    21.8 per cent

     DP Staff                 10.9 per cent

     Tellers                   7.6 per cent

     Others                   10.9 per cent

The 1986 Mercy College Report on Computer Crime in the Forbes 500 Corporations, collected from 184 US companies in the Forbes 500, 1-11-1984 to 1-11-1985:

     Non-supervisory staff, not

       directly involved with computers      24.4 per cent

     Unknown individuals, believed to 

       be non-employees                      20.8 per cent

     Computer programmer                     12.7 per cent

     Unknown individuals, believed to

       be employees                           8.6 per cent

     Former employees                         8.1 per cent

     Non-supervisory computer

       ops personnel                          7.1 per cent

     Managers, not directly involved

       with computers                         6.6 per cent

     Outside contractors                      4.1 per cent

     Customers or clients                     3.6 per cent

     Computer ops supervisors                 3.0 per cent

     Executives not directly involved

      with computers                          0.5 per cent

     Competitors                              0.5 per cent

The NCCCD Computer Crime Census of occupations of computer crime defendants (1986):

     Programmer                               21 per cent

     Student                                  14 per cent

     Input Clerk                              14 per cent

     Bank Teller                              10 per cent

     Accomplice                               10 per cent

     Unskilled                                 7 per cent

     Unemployed                                7 per cent

     Employee with Access                      6 per cent

     Computer Executive                        5 per cent

     Misc                                      9 per cent

(nb: these are individuals actually brought to trial in the USA, total number: 71)

Turning to fraud more generally, the 1986 Home Office report The Incidence, Reporting and Prevention of Commercial Fraud  stated that in 73.8 per cent of the cases it surveyed, the offender was an employee. The breakdown was: 

     manager                                        29.0 per cent 

     accounts official                              19.4 per cent      salesperson/shopfloor operative                12.9 per cent 

     director/partner                                9.7 per cent      distributor/driver                              6.0 per cent

     Computer operative                              3.2 per cent

Next, as to types and methods:

UK Audit Commission Survey of 1985 based on 77 identified cases from 943 replies: 

     Input frauds                                 75 per cent

     Output frauds                                 3 per cent

     Resource misuse                              22 per cent

     Program compromise                            -

A 1984 Australian report: by CIT-CARB based on 123 cases: 

     Computer-related fraud                       52 per cent

     Unauthorised use                             24 per cent

     Theft of output                               9 per cent

     Sabotage                                      6 per cent

     Masterfile destroyed                          2 per cent

     Theft of equipment                            7 per cent

A 1985 study by Dr Ken Wong of BIS Applied Systems based on the 95 cases in his Casebooks:

     Theft of equipment                           21 per cent

     Covert sabotage                              19 per cent

     Arson, bombing                               19 per cent

     Theft of information & media                 15 per cent

     System penetration                           10 per cent

     Logic bombs                                   8 per cent

     Overt damage                                  8 per cent

Wong further classified the crimes thus:

     Manipulation of input/documents              63 per cent

     Use of remote terminals                      15 per cent

     Abuse of input data                          12 per cent

     Exploitation of computer reports              7 per cent

     Misappropriation of computer resources        7 per cent

     Unauthorised program amendments               5 per cent

The 1986 Mercy College Report on Computer Crime in the Forbes 500 Corporations, collected from 184 US companies in the Forbes 500, 1-11-1984 to 1-11-1985:

     Theft of computer hardware                  23.8 per cent

     Misuse of corporate computers

       for employee benefit                      17.5 per cent

     Theft of computer software                  14.3 per cent

     Destruction or alteration of 

       corporate data                            10.1 per cent

     Embezzlement of corporate funds              7.9 per cent

     Destruction of computer hardware             6.9 per cent

     Destruction of corporate software            5.8 per cent

     Fraud against the corporation                5.3 per cent

     Theft of output data                         5.3 per cent

     Extortion or blackmail                       1.6 per cent

     Theft of input data                          1.6 per cent   

The NCCCD Computer Crime Census (1986):

     Money theft                                   54 per cent

     Theft of Data or Programs                     16 per cent

     Damage to Software                            16 per cent

     Alteration of Data                            12 per cent

     Theft of services                             10 per cent

     Trespass                                       2 per cent

If nothing else, the small sizes of the samples in each survey and the considerable variances show that all existing computer crime statistics should be treated with great diffidence. 

Surveys by management consultants Ernst & Whinney in both the UK and USA carried out between 1985 and 1986 show the extent and distribution of fraud in general in larger corporations: in a 1985 UK survey of 401 companies, 56 per cent felt that they had either experienced fraud in the past or might be vulnerable to it in the future. Sixteen per cent suspected that they might be victims at the time they were being asked. In a follow-up staudy two years later, they were reporting "around two in three compnaies in Britain) now considered themselves vulnerable to fraud and a fifth suspected they were current victims.

Looking at areas that companies believed were vulnerable to fraud:

     Stock, stores                 46 per cent

     Bank account/petty cash       25 per cent

     Expenses                      19 per cent

     Computer Fraud  1              8 per cent

     Contracts                      6 per cent

     International business         4 per cent

     Purchasing                     1 per cent

     Accounts Dept                  1 per cent

     Other                          7 per cent

     None                          16 per cent

     Don't know                     2 per cent

------------------------------------------------

fn  1 No definition was provided as to what computer fraud encompassed; many of the other categories might be managed via computer resources

-------------------------------------------------------

Other issues of computer security
In any proper review of computer and system security, calculations about the likelihood of fraud, vandalism and espionage have to take their place alongside more mundane accidental hazards to the physical well-being of the installations. Though this book is not directly about guarding against fire and flood or the consequences of unreliable electrical supplies or dust, in many cases, the immediate steps for recovery from a deliberate act are the same as from an unintended event. 

The key features to prevent a disaster are: reasonable levels of physical protection, including warning sensors of unusual hazards in the rooms near the vital computer resources and along important network lines.  The key features for a comeback after a disaster are: are a properly worked-out recovery program, back-up copies of programs and data, and arrangements for the availability of stand-by back-up hardware.

Insurance policies to bridge some of the risks that prudent foresight can't anticipate should be taken.

The final table in this chapter provides an overview of the problems of computer security:

SOURCES OF THREATS TO COMPUTER SECURITY

=======================================

      Accidental
            Physical damage

                  Events

                        Fire

                        Flood

                        Power failure

                        Loss of communications services

                        Environmental Factors

                              dust

                              heat

                              smoke

                        External hazards

                              vehicle

                              aircraft

                              bomb

                        Poor house-keeping

                  Perpetrator

                        Employee

                        Service engineer

                        Support staff

                        External third parties

            Corruption of data

                  Events

                        Input error (accidental)

                        Electrical fault

                        Poor applications program

                        Poor system software

                        Badly performing or maintained hardware

                        Poor operating standards

                        Environmental

                        Poor house-keeping

                        Unwanted electromagentic radiation

                  Perpetrator

                        Employee

                        Service Engineer

                        Support staff

            Destruction of data

                  Events

                        System failure

                        Program failure

                        Hardware failure

                        Communications failure

                        Environmental

                        Input error (accidental)

                        Electrical fault

                        Poor applications program

                        Poor system software

                        Badly performing or maintained hardware

                        Poor operating standards

                        Environmental

                        Poor house-keeping

                        Unwanted electromagentic radiation

            Processing Delays

                  Events

                        Program failure

                        Hardware failure

                        Communications failure

                        Poor scheduling

                        Supplies failure or short-fall

                        Operating procedures

            Unauthorised perusal of data - accidental,

            non-malevolent

                  Events

                        Open terminals

                        Open print-outs

                        Shared passwords

                        Poorly administered access controls

                  Perpetrator

                        Employee

                        Service Engineer

                        Support staff

      Deliberate
            Physical damage

                  Events

                        Attack on equipment

                        Bomb or other explosive

                        Fire

                        Flood

                        Power failure

                        Loss of communications services

                        Magnetic or electromagnetic radiation

                  Perpetrator

                        Employee

                        Ex-employee

                        Business rival

                        Service engineer

                        Support staff

                        Extortionist

                        Terrorist

            Corruption of data

                  Events

                        Input error (deliberate)

                        Modified data file

                        Modified applications program

                        Modified system software

                        Attack on hardware

            Destruction of data

                  Events

                        System failure

                        Program failure

                        Hardware failure

                        Communications failure

                        Physical attack

                        Input error (deliberate/accidental)

                        Attempt to modify data files

                        Modified applications program

                        Modified system software

                  Perpetrator

                        Employee

                        Ex-employee

                        Business rival

                        Service Engineer

                        Support staff

                        Extortionist

                        Terrorist

            Processing Delays

                  Events

                        Attack on hardware

                        Attack on software

                        Attack on communications networks

                        Destruction of supplies

                  Perpetrator

                        Employee

                        Ex-employee

                        Business rival

                        Service Engineer

                        Support staff

                        Extortionist

                        Terrorist

            Unauthorised perusal of data

                  Events

                        Open terminals

                        Open print-outs

                        Acquired passwords

                        Breached access controls

                  Perpetrator

                        Industrial spy

                        Business rival

                        Employee

                        Ex-employee

                        Hacker

                        Service Engineer

                        Support staff

                        Criminal

                        Terrorist

            Fraud

                  Events

                        false inputting

                        output manipulation

                        forgery

                        impersonation

                        file manipulation

                        applications program manipulation

                        operating systems manipulation

                        piggy-backing

                  Perpetrator

                        Employee

                        Ex-employee

                        Business associate (collusion)

                        Criminal

                        Service Engineer

                        Support staff

                        Terrorist - fund-raising

                  Motivations

                        One-time

                        Systematic

                        Opportunistic

                        Originally criminal

                        White collar crime

                        Terrorist fund-raising

            Extortion

                  Events

                        Threat to destroy hardware

                        Threat to destroy buildings

                        Threat to kidnap or kill key staff

                        Threat to interrupt services, production line etc

                        Threat to compromise applications or systems software

                        Threat to reveal or sell company secrets

                  Perpetrator

                        Employee

                        Ex-employee

                        Business associate (collusion)

                        Criminal

                        Service Engineer

                        Support staff

                        Terrorist - fund-raising

            Espionage

                  Events

                        Theft or copying of disk media

                        Theft or copying of print-outs

                        Unauthorised access to data-files

                        Electronic eavesdropping of communications lines

                        Electronic eavesdropping of radio & satellite links

                        Electronic eavesdropping of vdu emissions

                  Perpetrator

                        Professional industrial spy

                        Government-employed spy

                        Business rival

                        Journalist

                        Hacker

      Types of Perpetrator
            Employee

            Ex-employee

            Business rival

            Service Engineer

            Support staff

            Industrial Spy

            Government-employed spy

            Criminals

            Organised Crime

            Extortionist

            Terrorist

            Hacker

      Consequences
            Loss of data

            Loss of hardware

            Cost of re-instatement

            Interruption to business

            Cost of increasing security

            Diversion of management time

            Increased insurance premiums

            Loss of profit

            Loss of market share

            Loss of confidential information

            Loss of business confidence generally >> could lead to

            loss of entire business

            Loss of confidence among suppliers

            Loss of confidence among customers & clients

            Media exposure

            Fall in share price

