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                    Chapter 7: The Datathief

Datathieves who are deranged systems programmers or who are members of organised crime syndicates or terrorist cells are very much in the minority. However little reliance is placed on computer crime statistics and computer crime consultants, there is one point on which all agree: the bulk of computer crimes, like the greater part of other economic crimes, is committed by people who are employed either as supervisors or clerks by the victim or who have a direct relationship to the victim. The details were reviewed in chapter 3, on p >>. Such statistics do not of course cover industrial espionage, but even here, most anecdotal evidence suggests that employees selling the secrets of their employers play a very significant role.

The popular picture of "computer criminals" has been appallingly distorted by writers in search of sensational headlines. It does no service to managers of organisations at risk to perpetuate the idea that their greatest hazard comes from a mysterious group of unpredictable computer geniuses who may at any time crash into their systems and remove large quantities of cash, extract vital secrets, cause untold damage and hold the company to ransom. Not only are information criminals likely to be employees of, or be closely connected to, the victim, most crimes do not rely on particular technical skill for their success.  1 The most common method of fraud is alteration of input to a computer; that alteration may be simply a forged amendment to a form that a clerk uses as instructions of what to keystroke into a computer. The most common method of computer-related industrial espionage, as far as one can tell, consists of stealing computer tapes or discs. Proper planning for preventing datacrime must start with these facts firmly in mind. 

----------------------------------------------------------------

fn 1 For those that do, see the first part of Chapter 10.

----------------------------------------------------------

At the end of this chapter we will examine the more exotic types of datathief - the hacker, the professional industrial espionage agent, members of organised crime syndicates, terrorists, and national security agencies.  But, in terms of the risks that most organisations are likely to face, the person who wishes to understand the range of motivations of datathieves must first comprehend how nice suburban people with jobs that give them access to sensitive information systems and data are able to justify to themselves and their friends the committing of certain types of criminal act.

White Collar Crime
When criminologists started to develop explanations for White Collar Crime in the late 1940s they were attempting to do rather more than draw attention to crime among the middle classes. Like other academics before them, they were struck by the differences in attitude towards white collar wrong-doing compared with opinions about offences against the person and property. Not only did society appear to have distinct ways of measuring moral culpability, so did the criminals themselves. What was it about white collar crime, they wondered, that made an employee's embezzlement from an employer less blameworthy than breaking into a home and making off with cash?  Or setting up a fake company in order to defraud the public rather than carrying out a smash-and-grab?  Evidence that society recognised important differences could be easily assembled by looking at the amount of policing effort that went into investigating the various categories of crime, by comparing penalties for diverse offences, and by looking at the courts' sentencing policies.  Was it merely the absence of violence that appeared to make white collar crime more socially acceptable or were there deeper reasons?

One of the more striking illustrations of the moral confusion that everyone has in coping with white collar crime comes from a statement by Sir Martin Jacomb, chief executive of one of London's leading financial houses, Barclays de Zoete Wedd and also Deputy Chairman of the City's regulatory body, the Securities and Investment Board. During a period when both London and New York were facing a spate of revelations of insider trading deals, a criminal offence on both sides of the Atlantic but a wide-spread and legal practice until the end of the 1970s, Sir Martin said that insider trading was a "victimless crime". As many people rushed to tell him, it's not, quite apart from individual investors who fail to buy or sell at the most advantageous prices because they have imperfect information, the whole market in securities suffers because confidence in it is reduced. There's no suggestion that Sir Martin approved of insider trading, simply that even the most distinguished of men can become prey to moral befuddlement.

Although the first people to pose such questions were academics, these are matters not merely of interest to armchair theoreticians. As an ever greater proportion of society moves from blue collar to white collar occupations, the quota of individuals qualified to become white collar criminals grows. The figures for the United States and Britain are remarkably similar: in the USA in 1970, 51 percent of the population wore notional white collars; by 1982, 63 percent. In the UK in 1971, 53 per cent had white collar jobs, moving to 65 percent by 1984. (Figures from, respectively, the US Bureau of Labor Statistics and the UK Department of Employment).

Information crimes, like many others in the criminal calendar, are committed mainly as a result of a mixture of opportunity and motive. Where white collar crimes differ most markedly from traditional "street" or blue collar crimes is that actual motives are much more difficult to identify. 

There is very little moral dilemma about traditional crime: the 

perpetrators, whether novices or professionals, know that what they are doing is wrong and that the only "issue" is evaluating the chances of not being caught. Society too, in making judgements about this area of crime, similarly has little difficulty in identifying such behaviour as wrong. When it comes to providing explanations there is the well-known political choice: nature or nurture. Is the villain genetically prone to anti-social conduct or responding to poor social conditions?  

What is interesting about white collar crime is the lack of agreement about what constitutes wrong behaviour. Even breaking well-understood laws can, in some circumstances, be regarded as "only technical". In the white collar world there appear to be no definite boundary markings to separate the official from the unofficial perk and from those contexts in which normally moral individuals persuade themselves that criminal or fraudulent acts are ethically justifiable. Even the professional criminal operating in the white collar environment - one who starts out with crooked intentions as opposed to slipping almost unconsciously into crime - is seen to be on this same moral continuum. 1
-------------------------------------------------------------

fn 1 In a variation of this explanation, Edwin Sutherland, the sociologist who exerted a considerable influence on American criminological thinking, spoke of "differential association". He held that criminal behaviour is learned in interaction with other persons, usually in very close groups,  in a process of communication. The learning process is not only about technique but also about the specific direction of motives, drives, rationalisations and attitudes. "In some societies," he says, "an individual is surrounded by persons who invariably define the legal code as rules to be observed, whereas in others he is surrounded by persons whose definitions are favourable to the violation of the legal codes. A person becomes delinquent because of an excess of definitions favourable to violation of law over definitions unfavourable to violation of law. This is the theory of differential association...." Sutherland believed that the circumstances in which criminal behaviour was learned were identical to those in which other forms of social behaviour were learned. 

----------------------------------------------------------------

To conjugate an appropriate verb: I have a perk, you are on the fiddle, he is committing fraud, they are congenital criminals.

Explanations for this lack of moral clarity have come in two mainforms and, since the problems they address are heightened by the introduction of successive generations of computer-based information processing systems, it's important to understand them. The two arguments - covert reward systems and the dissociated individual - are separate, but they work well together.

Covert Reward Systems
Almost every form of employment that has ever existed has given its holder no less than four different sorts of remuneration:

     *    the direct financial package

     *    the indirect parcel of agreed perks

     *    the inherent job satisfaction

     *    the covert rewards

No one has much difficulty in recognising the first three, nor that people are sometimes willing to make a trade-off between them. Thus apprentice actors will endure poverty-level wages and be prepared to scrub the auditorium in exchange for a chance at a glamorous career; poorly-paid assistants in photographic retail stores are there because they have an opportunity to follow their hobby full-time and get good discounts on equipment.  Similarly, skilled oil industry workers on overseas assignments in alcohol-free countries expect large daily rates, preferably tax-free. Of course there are plenty of people without the bargaining power to enable them to make this trade-off.

But nearly every job has covert rewards as well. By definition, these are never specified in contracts of employment and nearly always amount - "technically" - to theft or embezzlement. The typical examples for the office worker is the limited use of the employer's telephone for private calls, access to stationery, photocopying and, increasingly, use of computers and peripherals.  For the blue collar worker, the rewards may range from unofficial time off to opportunities for moonlighting and to the collection and sale of "scrap" materials.

Two British anthropologists, Gerald Mars and Stuart Henry, sometimes working together but more often not, have made a particular study of these covert reward systems. Among the techniques they used to gather their data was to take up work in areas where they thought the hidden economy may be particularly visible.  The following table, lightly adapted from one of Gerald Mars's books,  shows the relationships between official and unofficial work and legal and illegal activities:

---------------------------------------------------------------

      ¦    Official       Unofficial          Alternative
------+---------------------------------------------------------

      ¦   Formal         Informal            Social Economy
      ¦   Rewards        Rewards             Rewards
      ¦

Legal ¦   Wages,         Perks               Domestic production

      ¦   Salaries       Tips                Barter

      ¦   Commissions    Extra work          DIY

      ¦   Overtime       Consultancy   

      +---------------------------------------------------------

      ¦   Criminal       Hidden Economy      Black Economy
      ¦   Rewards        Rewards             Rewards
      ¦

Extra-¦   Loot, etc      Pilfering           Moonlighting

legal,¦                  Short-changing      

illegal                  Over-charged

      ¦                  expenses, over-

      ¦                  and under-loading,

      ¦                  dropping short

-------------------------------------------------------------------

Throughout their books and articles - and in those of other researchers on both sides of the Atlantic - the evidence builds up that fiddling is endemic to most occupations; what is unusual is the absence of fiddling. Gerald Mars has the inelegant-sounding but clearly understandable concept of the fiddle-proneness of particular jobs:

     Some occupations are so fiddle-prone ... that the workings      of whole sectors of the economy cannot be understood unless      these aspects of reward are taken into account. It is      impossible to explain industrial relations... or to      understand the real reasons behind some strikes, or why      technical changes are blocked... where orthodox theories of      strike-proneness are all we have to depend on.

He has the following informal categories of Cheats at Work (the title of the book that describes these ideas most clearly):

     Hawks are individualists. They perch unhappily in      organisations; when in them they tend to bend the rules to      suit themselves. They are the entrepreneurs, the innovative      professionals and the small businessman.

     Donkeys are people highly constrained by rules who are also      isolated from each other. [Typical examples are supermarket      cashiers and machine-minders]. The response of donkeys is to      resist often by breaking the rules - to sabotage the systems      that constrain them - or to fiddle.

     Wolves... work - and steal - in packs. Dockwork gangs are      good examples: they have hierarchy, order and internal      controls. When they pilfer they do so according to agreed      rules and through a well-defined division of labour.

     Vultures need the support of a group but act on their own      when at the feast. Travelling salesmen are vultures - so too      are waiters - linked and supported as they are from a common      base, depending on information and support from colleagues,      but competitive and acting in isolation for much of their      work.

Fiddle-proneness has nothing to do with class or education; generally speaking, it is the hawks - the self employed and senior managers who have the most opportunity. Mars quotes Eugene O'Neill approvingly: "For de little stealin' dey gits you in jail soon or late. For de big stealin' dey makes you emperor and puts you in de Hall o' Fame when you croaks."

Fiddle-proneness is "  any work context where a propensity exists for a job to offer regular material rewards that are excluded from formal accounts or which are included under ambiguous or deceptive headings."  The overt payment arrangements for some jobs - the catering trade is an obvious example - make no sense unless it is realised that a substantial proportion of take-home pay is fiddled - tips from customers, back-handers from suppliers, pilfered food and cutlery. Mars identifies a number of situations that are particularly fiddle-prone:

     *    where there is a formalised system of tipping

     *    where all or part of the work is carried out on the           basis of "cash in hand"

     *    in trades where the workforce is self-employed and the           employer is not directly responsible for payment of           income tax - "the lump"

     *    where an individual is selling expertise to an           uninformed customer - garages, plumbers and management           consultants are in this category

     *    warehouses, where someone has to agree that the           appropriate amount of goods have been delivered, or           taken

     *    where management and workforce can collude to rip off a           third party - this can sometimes be customers, but it           could also be the tax authorities; management have a           lower wage bill, turn a blind eye to employee fiddles           and the revenue don't receive all the tax they should

     *    where the employee has to maintain a "float" of cash in           circumstances which make it difficult and where he or           she has to make up losses personally; often the only           way to keep ahead is by fiddling; examples include           garage forecourt employees and delivery roundsmen

     *    at check-out tills where there is a fast throughput

     *    where there are rewards for special efforts in a           normally tightly structured payment scheme; for example           journalists and staff computer programmers are often           paid on a strict scale which allows no special           arrangement for outstanding work. Journalists can make           up for this by being permitted to demand extraordinary           expenses and computer programmers can claim overtime

Mars says that it is the situation which creates the fiddle, not the individual. However, individuals respond with varying degrees of enthusiasm to the opportunities presented. Some jobs depend so much on fiddling that it is disruptive if an individual decides not to participate.

The Rules of the Fiddle
These fiddles, diverse as they are, have one feature in common: although the activity permitted is illegal, they all take place within a framework of rules agreed between employer and employee. The "agreement" is seldom mentioned, let alone formally discussed, but for each covert reward, employees know that, provided they keep within certain bounds, their action will not be questioned. Thus, to go back to the "free telephone call" illustration: in most offices, the unmentioned rule is: it's okay to ring spouses about late arrival home and to fix appointments with doctors and dentists; it's not okay to have long personal calls every day nor to call long-distance too often. The rules work two ways: employees who transgress can expect not only to be disciplined but also to earn the disapproval of their colleagues; employers who are too restrictive should anticipate a resentful workforce.

It is this framework of extra-legal rules which helps to confuse the morality of the situation. Everyone colludes in persuading each other that what is happening is morally acceptable - "honest dishonesty", as Henry has it. Everyone becomes used to the idea that there is a category of behaviour which is illegal and grounds for dismissal, but not likely to be acted on. It is the first important stage which permits white collar crime to flourish. For no one can spell out the rules precisely and accurately; there is a penumbra of doubt and within its extended shadow, individuals can seek to push the scope of the rules ever further. And the collusion mechanism ensures that, for every individual who transgresses, there will be many more who hesitate to condemn.

The actual rules change with circumstances. When new work practices are introduced, the entire reward system - the direct financial package, the indirect parcel of agreed perks, the inherent job satisfaction, and the covert rewards - come up for review in the minds of both employer and employee. If the new set of rewards fail to meet the standards and expectations set by the old, the employer is in trouble. When garbage collectors were asked to operate a "sealed bag" system - theoretically very much in their interests as it made the job less filthy - they rebelled because they were denied their unofficial perk of scavenging. Dockers resented the introduction of containerisation because they had become used to pilfering as an income supplement. British firemen are poorly paid but often take extra jobs as handymen and gardeners: a change of work pattern threatened this. Telephone engineers also didn't want a change in hours of work; it reduced their opportunities to carry out "private" contracts for customers. 

The use of computer-based systems arises at several points in this explanation. First, the use of a computer for private work can be regarded as a perk along with all the others that office employees feel is theirs. And, up to a point, why not? Few employers mind the use of the office typewriter, outside proper working hours, to produce a formal letter, so why not a word processor? Or why not a spreadsheet to maintain a domestic budget?  For more advanced users, it can be argued that such private use of computers is a benefit to the company, as the employee is increasing his or her skills in private time, a bit of self-training. Where do the ethical boundaries exist, the equivalent of the sustained long-distance telephone call as opposed to the brief local contact? And if the computer security manager hasn't set up the means to prevent employees from getting into parts of the computer that are supposed to be confidential, whose fault is that?

More important though, is the way in which computers change jobs, particularly for less-skilled workers. The computer has great power to restrict the scope of activity open to the individual - and to monitor in considerable detail the activities of all employees, cash movements, and warehouse inventories. In so doing it disturbs the delicate package of employee remuneration. In particular, it causes employers to abandon the unspoken features of the covert rewards. If, as often happens, the covert rewards involve items which are not disclosed to the tax authorities, particular problems arise: the computer may be too precise and detailed in its working to allow for "fudge factors". But the employee doesn't necessarily understand this; he or she may try to make up the losses by inventing new perks or, if that can't be done, by sabotage and other disruptive action.

The dissociated individual
Outside the arena of the acceptable fiddle lie the acts of individuals who know they are acting both illegally and in ways which their colleagues will condemn. However, the acts still seem not so horrendous that it is impossible to justify them. In this respect they are still markedly different from traditional "street" crime. No one tries to justify burglary, but many white collar criminals are able to soothe their unease about embezzlement.

This is the second area of explanation of white collar crime - the dissociated individual - the phenomenon of anomie as one of the pioneers of modern sociology, Emile Durkheim had it. The theory attempts to show why individuals who might normally be expected to behave in a responsible, moral fashion towards society stop doing so. Codes of ethical behaviour occur because individuals feel part of society; "society" can mean either in the widest senses of being part of the human race or a particular nation, but also on a narrower basis of belonging to a neighbourhood or within a company. Behaving properly is part of belonging to society. Under special circumstances, however, the sense of belonging can disappear and, when it does, so does the code of ethics. Individuals who persuade themselves that "society" has let them down feel released from their ethical obligations and licensed to seek revenge or "get their own back". This theory is not without its critics, but it does provide some useful explanations.

For example, a long-term employee who has been passed over for promotion may persuade himself or herself that the company has failed to deliver what was promised. Released from the traditional obligations not to steal, the employee feels able to take perks, borrow money, run private enterprise schemes, and so on. This is rationalised with a series of weasel-justifications:

     "I am only borrowing and will repay"

     "This is really a perk"

     "Everyone else does it"

     "They owe it me anyway"

     "No one is really losing"

     "The insurance will pay"

     "It serves them right for being so stupid"

     "They shouldn't have passed me over"

     "Management are corrupt - they are the worst of the lot"

There are other triggers besides failure to achieve promotion that can promote this feeling of dissociation: poor industrial relations in general is an obvious example, but the introduction of new computer-based information systems is easily the most important. As we saw in chapter one, such facilities have a radical effect on the ways in which decisions are made in organisations. Among the negative effects are:

     *    a considerable degree of de-skilling; computers can           handle many of the routines used by skilled workers           on the factory floor and can by-pass certain important           forms of middle-management: the computers generate the           reports and draw and act on the conclusions that used           to be made by humans; middle-management's main function           becomes the managing of the unskilled workforce; again           the pall of unemployment hangs heavy

     *    less manual work is available, leading both to actual           unemployment but also inducing a fear of unemployment           among those with jobs but without the adaptability to           find new ones

     *    regular workers become threatened by part-timers who           are willing to accept lower wages

     *    top management makes all the important decisions;           workers on the shop floor become relegated to tasks           that robots can't at present handle, but may one day be           able to 

All of these trends lead to a widespread feeling of alienation, of not being involved in the commercial process. Employees feel less constrained in seizing what opportunities present themselves. Size too, is an important element. One American academic rather ponderously observed: "As soon as the owner becomes too large or too impersonal to permit an imaginative interchange with [the employee] then his property rights are likely to be negated." (E. Cahn in The Moral Decision in 1955). In other words, the bigger the company, the more remote the boss, the greater the likelihood of employee ripoffs.

Other theories
It's a matter of taste, or experience, to decide how far you accept such theories. What is beyond doubt is that relatively few information crimes are committed by individuals who set out with criminal intentions: they see opportunities and they find themselves in circumstances in which their normal sense of ethics can become warped. Pressure from an individual's private life may be the trigger: not only problems arising from unexpected unemployment but also the failure to handle personal finance properly. Alcoholism and the effects of drug dependence can reduce moral sensibilities and induce the need to find cash to support the habits. Crises in marriage and sexual life can affect self-image; embezzled cash is often seen as the instant remedy. In two cases from the end of the 1970s, both involving branches of large UK clearing banks, young women clerks manipulated accounts in order to siphon off cash. In one case, the money was to support the drug habit of a violent boy-friend, and in the other because her husband was unemployed. In another case in 1981 a 23-year-old male bank clerk became infatuated with a 32-year-old woman with rather expensive tastes. He bought her presents and clothes, took her on holiday and gave her L=1000 to help her start up a business. He then lost about L=10,000 at casinos trying to repay the money. In the end, he stole L=23,000 and, when he was caught, the woman disappeared. A wife's drinking problem brought about the downfall of a senior clerk in the accounts section of a department store chain - the actual method employed was the old one of the altered computer input form. He finally admitted to stealing over L=42,000.

The circumstances of such cases are repeated endlessly throughout the collections of computer crime material. Several years ago they ceased to have much news value and now often go unreported. But these are the typical computer-related crimes and criminals.

The introduction of new computer systems have a crucial effect in muddling what codes of ethics exist. The unspoken treaties at the heart of covert reward systems are a function of precise work relationships; when the computer disturbs these, the code of ethics loses the basis of its validity and, for a while at least, anything goes.

Hackers
From the typical to the colourful: the popular image of the computer criminal is the hacker: the story we are asked to accept is that there are groups of fifteen- to seventeen-year-olds whose skills no computer can resist. They strike almost randomly, are nearly always successful and the only protections against them are heveyweight software and hardware devices.

Elsewhere, I have written extensively about and for hackers 1
-----------------------------------------------------------------

fn 1  The Hacker's Handbook Century-Hutchinson, 1985, 1986, 1988

----------------------------------------------------------------

and since that book was published have met and had a condsiderable correspondonce with many actual and would-be practitioners. Hacking, in the sense in which hackers themselves define the term, belongs to the long tradition of playful abuse of technology in order to see "what happens". The first people who called themselves hackers appeared in about 1960 around the computer facilities at MIT. They were bright kids who borrowed the mainframes of the age outside regular hours in order to discover what the machines could do.  You can follow the same group of people, as Steven Levy does in his book Hackers, from these early experiments, through the primitive games writing (often space war games and simulations of lunar landers), past the early days of the mini-computer and through to the heady mid-1970s days when they came together in the San Francisco Bay area as the Homebrew Computing Club with the then daring idea that it was possible for a hobbyist to build an affordable personal computer.  These first-generation hackers are still around: some of them have run - and left - large corporations and have been multi-millionaires; others have never been rich and continue as consultants and programmers.  They were always in revolt against the ideas that bigger computers mean better computers, that regiments of programmers would produce better software than a few mavericks, that computers had to be serious and - though this is one idea that has not survived well - that computer resources ought to be freely available, at least to those qualified to benefit.

Within the ranks of these hackers were the phone-phreaks who explored the long distance lines for interest and challenge; the defrauding of the telephone company was always an incidental, not the purpose of the exercise. Hackers learnt the advantages of long distance computer-to-computer communication early as well; the techniques were interesting in themselves and they put hackers in different parts of the world in touch with each other. 

Hacking in the more limited sense of "people who like to break into computers" appears first in the early 1980s when substantial numbers of personal computers had become available to hobbyists and when, at around the same time, there were beginning to be large numbers of commercial on-line information services. The first well-publicised "teenage hacker" stories - Ronald Mark Austin who hacked all the way from California to Norway and the Milwaukee 414 gang - occur at this time and were legendised in the movie WarGames and a tv-spin-off/rip-off called Whiz Kids.  As we have laready seen , there is at least one well-documented teenage hacker story from 1974 - the 15-year-old Londoner who broke into a large time-share bureau, discovered how to read main memory, eavesdropped onto other users and eventually secured a high-privilege password which enabled him to read data. 1
----------------------------------------------------------

fn 1  Some of these techniques are explained in more detail in Chapter 10

-----------------------------------------------------------

Among the people who welcomed the arrival of this breed of hackers were the computer security consultants who at last identified an immediate image with which to sell their products and services 2  The September/October 1983 editorial of the newsletter Computer Security was headed: "Let's Hear it for the Hackers!" and began: 

     The summer of 1983 may prove the watershed period for data      security. The movie WarGames, together with the well-     publicised activities of the so-called "414 gang" from      Milwaukee, have given more credibility to data security      concerns in the eyes of the general public than a decade of      hypothesising and doom-saying by data security      professionals.

----------------------------------------------------------

fn 2 In the UK a senior consultant at the National Computing Centre, reviewing two books on hacking, one written by me and the other by Bill Landreth, wrote: "The computer industry should be grateful to hackers like Hugo Cornwall and Bill Landreth... Though they had the opportunity to cause a great deal of trouble to many installations, their high ideals and code of conduct forbade it. Their escapades should be taken as a warning to DP management.

-----------------------------------------------------------

Up till then, they had to rely on inciting fear of fraud and terrorism in order to win customers. Products with names like "hacker-cracker" started to appear. In most cases, the products worked; they simply failed to address actual computer security problems.

It would be a bold person indeed who tried to settle up the balance sheet of good and evil for the hacker community: against the few documented cases of hacker-induced vandalism must be set the growth of the mini and microcomputer and the very idea that people could own and run personal computers. The truth should now be told: even among reported computer incidents, hacking probably accounts for less than 1 percent of hostile activity. And most hacking is perpetrated, not by the external genius, but by people who already have legitimate access to a system but are able to wander outside the areas where management had hoped to confine them.

The internal hacker is usually employed as a programmer or computer operator; he has a detailed knowledge of how the computer's operating system works and also of the organisation which the computer serves. Hacking starts by taking the form of exploration: roving outside the limits set by the hacker's superiors, perhaps by by-passing features in the operating system, perhaps by assuming some-one else's identity with the aid of a "borrowed" password. A lot of internal hacking never progresses beyond this point; I would guess from my own contacts that in this form it is extremely widespread - unusual by its absence, in fact - and that most of it is never detected. The next stage along is to commence using the computer's resources for private purposes: running a few programs, printing a few files. The problem management must face is: at what point does such activity run counter to the organisation's interests?  Where does unofficial use of the computer cease to be the equivalent of the occasional local telephone call or valuable self-training in computer skills which from which the employer might benefit? The wise manager would do well to attempt to harness the benefits of the internal hacker. 1
------------------------------------------------------------

fn 1 I explore these ideas more fully in Chapter 12

-----------------------------------------------------------

However, there are clearly internal hacking activities which no employer wants. Surprisingly common are clumsy internal hacks which go badly wrong, because the hacker has lacked the skill and knowledge to anticipate what might happen. In one case reported to me privately, an organisation had an internal electronic mail system so that employees in its far-flung offices could communicate easily with each other. A data processing staffer wondered how many simultaneous messages the system could handle within a given short period and wrote a program which artificially generated a large amount of traffic. An original message was sent to four destinations and the supervisory program arranged for each of the recipients to copy the original message and send it on to a further four, and so on and so on. This is in fact a crude form of the so-called computer virus.2 The program worked so well that not only the electronic mail system was brought down but so was the company's main computer which carried out a number of other important but unrelated functions. As the subsequent investigation showed, the internal hacker had merely been curious about technical features of the electronic mail service and completely ignored the possibility that his experiment might cause damage to the mainframe's entire operation. In another case, a twenty-six-year-old computer programmer leaving the UK High Street consumer electronics chain Dixons decided to play what he thought was going to be an amusing practical joke. Every time an operator typed in his leaving date, the programmer intended that a message saying "Goodbye Folks" would flash onto vdus. Unfortunately the program didn't work as planned and, when someone did type in the triggering date, every screen in Dixon's headquarters went blank. 

---------------------------------------------------------

fn 2 See Chapter 10

-------------------------------------------------------

There are of course malicious attacks by internal hackers: in a case quoted by Ken Wong, a contract programmer had been promised a permanent job at the end of his current assignment. The job never came through and the programmer inserted a small routine into the payroll package which checked to see that his name was present before allowing the monthly payroll to be processed.. The first month after the programmer had left, the payroll refused to run. This is an example of a "logic bomb". 1
------------------------------------------------------------

fn 1 See also Chapter 10

-----------------------------------------------------------

External hackers - the folk who have had all the publicity - are motivated principally by curiosity and the opportunity to demonstrate skill. The computer systems that are most vulnerable to their attentions are the ones that are also the most "interesting". The interest may derive from: 

     *     who owns the computer, 

     *     what sort of service it is providing, 

     *     what sort of data it holds, 

     *     whether there is anything unusual or novel about the            hardware and operating system.

If a computer system scores poorly in this test, it is likely to be safe from external hacking attempts; the more points it scores, the more extensive the protective measures that ought to be employed.

Most external hacking relies on one simple technique: password acquisition. The hacker uses a password that a legitimate user of the system has treated carelessly. Phone numbers and passwords for computer systems have frequently been circulated via hobbyist bulletin board systems: sometimes, valid numbers have remained on view for months on end. In the first edition of Hacker's Handbook I provided a print-out of typical bulletin board material. I had cleaned up some of the material beforehand but relied on the fact that six months at least would elapse between my taking the data from the bulletin board and the publication date of the book. To my alarm, a month after publication, people started telling me that some of the information was still valid. By the time a second edition was due I again assumed that all phone numbers and passwords had changed and I made no further alteration to the published print-outs. I was horrified to discover that, eighteen months after the information had been on a bulletin board and after a crescendo of publicity for the book,  some of the phone numbers still worked.

Few even of the successful hackers possess the skills to do much at the system level of a computer (see the next chapter for an explanation of what this means) and to carry out some of the hacking methods so frequently described by theorists. Hackers rely heavily on the exploitation accidental discoveries: the items in the setting up of computer systems that everyone else has forgotten. But a great deal of hacking endeavour is unsuccessful: the hackers in the Prince Phillip case (see page >>) had to wait six months for the break that gave them the ability to take over the Prestel system.

Professional and organised crime
In the speculative articles about the future of computer crime that appear regularly in management magazines, predictions of the arrival of professional criminals on the scene occur frequently.  So far, there is very little evidence to sustain these fears. Overwhelmingly, criminals seem to prefer to stick to activities which they already understand. The method of tackling computer crime could be extortion where a favourite method is to make a demonstration of the criminal's capacity to cause damage, perhaps by poisoning a few items of food in a supermarket and then to demand cash so that the full scale disaster never takes place: the equivalent would be to threaten to cripple a computer facility - and hence the business that depends on it. 1Another extorsive method is to pressurise or blackmail an employee. This has been used in order to gain assistance in conventional robberies and it is possible it could be adopted in order to carry out a computer-based robbery. The use of hackers by professional criminals seems highly unlikely: hackers would be too unpredictable and unmanageable.

----------------------------------------------------------

fn 1 There are instances of computer-related extortion, but carried out by computer professionals as opposed to traditional criminals, see p >>

--------------------------------------------------------------

Similar conclusions must be drawn about predictions that organised crime, perhaps in the form of the Mafia, is about to become centrally involved in information crimes. One of the problems in tracking down rumours about the involvement of organised crime is that definitions of what it is are rather elastic.  The Mafia certainly appear to be interested in acquiring financial institutions through which to launder money acquired through drug trafficing, prostitution, extortion and gaming but in all of these the fraudulent misuse of computer systems is very much an incidental to traditional criminal activities. In his 1983 book, How to Prevent Computer Crime, US lawyer August Bequai includes a chapter titled Infiltration by Organised Crime. However, what he offers is a series of warnings about what could happen, rather than descriptions of what has already taken place. Thus "Computers can easily be used to facilitate the business of the traditional areas of syndicate involvement..." Mike Comer quotes a " Mafia-linked plot to tap municipal treasuries throughout America of millions of dollars  by manipulation of a city computer system"  but says that investigators had not yet determined precisely how the plan was to be worked. Shortly after the end of one the UK's biggest mafia drugs cases where Francesco di Carlo was sentenced for 25 years on a L=75m heroin charge, at least two newspapers ran stories to the effect that Scotland Yard had found that some of its critical computer files on the mafia were mysteriously wiped during the investigation. However, I personally have found few authentic and completely reliable instances of mafia involvement in information crime; 1  but there is no doubt that there is fear in some quarters that, despite the considerable cultural gap between typical datacrime activities and those associated typically with organised crime, Bequai's predictions may become true quite soon. One particular scenario put before me quite independently by several City figures is worth recording because it effectively links together two known pre-occupations of organised crime: that employees of City firms with an over-fondness for drugs might get set up and pressured by their dealers into executing an EFT or securities fraud.

--------------------------------------------------------------

fn  1  One of them, involving forged Diner's Club cards, appears on page >>, but interesting enough, it was a non-mafia member hoping to be admitted who devised and carried out the scheme.

-------------------------------------------------------------

Terrorism/subversion/anarchists
On the other hand, terrorists have identified computers as "legitimate targets" of their activities.  As far back as 1969, a five-man anti-war group called Beaver 55 attacked the computer centre of Dow Chemical at Midland, Michigan. 1000 tapes were wiped with the aid of hand magnets. Beaver 55 claimed that the tapes included work that was being carried out into nerve gases, napalm and other chemical weapons. In 1972 and again in 1978 the IRA bombed computers in Northern Ireland. In Western Germany terrorist groups have attacked computer centres which they believed held data on international terrorism and in November 1986 a group calling itself the Hind Almeh Fighting Unit and thought to be part of the Red Army Faction caused over DM 1m worth of damage to IBM's Heidelberg Networking Centre. IBM said that the centre was not involved in weapons research. In June 1987 a San Francisco woman caused $750,000 worth of destruction to computer systems at Vandenburg Air Force Base using a crowbar and a drill. She also destroyed a radar dish. She believed that the equipment she attacked was part of the control centre for Navstar, a military program that is part of Star Wars.

It is important to view these occurences with some sense of proportion. Most organisations will never be under threat from attacks by terrorists or subversives. In the case of terrorism, the motivation is ideological: usually, either the company owning the computer is perceived to be in a distasteful business (perhaps it has links with South Africa or another unpopular regime, or it is thought to use animals for pharmaceutical experiment, or it is part of the nuclear, chemical or defence industries) or the computer itself is regarded as symbolic (because it is used by the police or intelligence agencies, or it can be seen as evidence of imperialism and oppression). 

In the case of subversion the aim is to disable a vital point of the economy in order to make a general political point or to cause disruption. Terrorism is overt in its approach, subversion is clandestine. Many more people appear to worry about subversion than suffer from it. Subversion is rather more than the holding of views which dissent from the political consenus, it is the willingness to take direct action oneself to by-pass the conventional means of seeking change. Subversives form only a tiny proportion among political dissenters.  There is some confirmation for the view that trade union activists have sought to target computer staff within large organisations, realising that if they can be persuaded to strike, then in effect the organisation rapidly ceases to function.  But many of these instances can be seen as little more than legitimate trade union activity: it is the fact of clandestinity of method which marks subversion.   Industrial unrest, in any case,  needs the pre-existence of some level of employee unhappiness in order to flourish. 

What is interesting about all of the cases is the lack of subtlety in the method: it is always a direct physical attack and little attempt seems to have been made to use hacking, logic bombs or viruses. In practical terms one can see why: an attack of software or data requires a considerable level of skill plus the sort of physical access that can usually only be obtained by an insider. What this means to the terrorist group is that an infiltration is required, which both ties up personnel and runs the risk of discovery. Even then, to be effective, the terrorist has to ensure that all back-ups of software and data are destroyed as well, and some of these may be stored on premises to which he or she has no access. So the physical attack makes godd sense.

There appears to be only one well-documented instance of a terrorist group whose main focus is computer technology. It is called Comites de Liberation Ou de Detournement des Ordinateurs or CLODO. "Clodo" is French slang for tramp. Between 1979 and 1983 it claimed responsibility for a number sabtoage attacks on computer manufacturers in the Toulouse area, including Phillips, CII-Honeywell-Bull. Sperry and ICL. It also wrecked an IBM computer belonging to a local bank. In an interview in 1983, a CLODO representative explained why they were involved in computer sabotage: 

     To challenge everyone, programmers and non-programmers, so      that we can reflect a little more on this world we live in      and which we create and the way in which computerisation      transforms society.  The truth about computerisation should      be revealed from time to time. It should be said that a      computer is just a bunch of metal that serves only to do      what one wants it to do... we are essentially attacking what      these tools lead to: files, surveillance by means of badges      and cards, instrument of profit maximisation for the bosses      and of accelerated pauperisation for those who are      rejected.... though what we do is primarily propaganda      through action, we also know that the damage we cause leads      to setbacks and substantial delays.. These actions are only      the visible tip of the iceberg! We ourselves and others      fight daily in a less ostensible way... we'll only say that      the art consists of creating bugs that will only appear      later on, little time bombs.

